AHAS 2001 Update

Changes made to improve the Radar Data Quality.

GMI developed, and along with Lockheed Martin, demonstrated a neural network based algorithm last fall for weather suppression on NEXRAD radar data.  It is a significant improvement over the current AHAS algorithm that is based on conventional image processing methods.  False bird detections due to fragments of weather remaining in the image are significantly reduced.

Changes based on the mishap investigations from Eglin and SJ AFB.

The risk rating is now based upon the peak (max) risk on any route segment rather than average risk on a segment.  This increases sensitivity of the current conditions portion of AHAS to waterfowl movements.  The change to the neural network based weather suppression algorithm enabled this change in processing, as false detections from weather fragments are significantly lower.

Changes to Improve Reliability.

Great efforts have been made in AHAS to eliminate system lockups, crashes and other software errors.  Failures would occur approximately once every 30 days but were still considered too frequent.  Commercial off-the-shelf software that caused these occasional errors has been removed and replaced with custom-written software by GMI.  In the event of a lockup, crash or other software error it can recreate and debug to reduce the possibility of a future failure due to the same problem.

Changes to improve the Quality of Risk Assessments.

In the event of a radar going off line in the eastern region the close proximity of adjacent radars meant that additional coverage was available from nearby overlapping radars to make up for the loss of a single radar.  As AHAS expands westward the degree of overlapping coverage of radars falls and therefore cannot be relied upon to provide comprehensive bird coverage.  To eliminate this problem as series of data quality checks are conducted on the AHAS risk data before it is presented to the end user.  This series of checks causes a slight delay in the speed with which the table is drawn in the web browser after a request is submitted over the previous web page for the eastern region.  The web page checks to see if the radar covering each route segment was on at the time the radar mosaic of the area was made.  If the radar was off then the user is provided with the US BAM risk rating for that segment.  Therefore any current evaluations can be composed of a mix of current and US BAM data depending upon the radar covering the segments operational status.  This feature will be vitally important in 2002 when each NEXRAD radar is systematically removed from service for 5-10 days for a hardware upgrade and refurbishment.

During the quality control process the web page decides if the current bird activity on the NEXRAD radar or the current soaring bird conditions pose the most risk of a bird strike.  The highest risk rating is shown in the table.  In this way it is possible for the current conditions to be MORE restrictive than the US BAM rating for risk!  In the event that a current soaring bird conditions evaluation is not available due to a system error or missing weather data the quality check places the US BAM rating in the output table.

In the unlikely event that both weather and radar data are unavailable at the same time then the quality check again places the US BAM rating in the output table.  This is a very handy feature because several very long IR routes in the central region that extend into the western region have been included in this update.  Because the quality check can see that the radar was not on and current soaring bird conditions data is not being generated at this time it inserts the US BAM rating for those route segments.

Just in time processing.

In the previous version of AHAS, data was processed on a strict timeline.  Each sequence in the process started at the exact time each hour and the previous process had to be finished before that time. To ensure that the system operated without error, allowances were made in the timing for the worst-case situation for elapsed time in each process.  Much of the workload in the processing is determined by the amount of weather in a region.  In this update just in time processing has been implemented that initiates the next step in the process the moment the last step is completed.  No longer is the current risk updated at 30 minutes past the hour, it is updated on the web site AS SOON as the processing is completed!  The current data is never older than one hour old and sometimes less than one hour old.

Archive.

To improve the US BAM additional data is processed in near real time and achieved to further improve the US BAM risk layers and generate a new product for AHAS in a year’s time.  Data being collected on bird activity within the vicinity of every NEXRAD site will be used to generate a predictive trend model for every route segment in AHAS. 

Coming improvements.

Because the final evaluation of risk is conducted as part of the quality checks before a risk advisory is issued on the web page, much of the processing burden has been removed form the system.  In the previous version of the system the final evaluation was conducted for every route segment regardless of whether a pilot ever requested it!  This made for a lot of redundant processing.  Now these spare processing cycles are available to update AHAS current conditions twice an hour.  We wanted to be able to walk before running so the twice hourly update will follow in about a month when we are sure any remaining bugs have been eliminated from the system.  This is more of a challenge than it seems because in the event of intense weather the system will not stop processing data.  As soon as one cycle finishes the next will begin!  When the thirty-minute updates are implemented the current data will never be much older than 30 minutes old, sometimes less.

The theoretical maximum update cycle for AHAS with the current level III (NIDS) data stream is 15 minutes. The current AHAS system uses computers with 600 MFLOPS (millions of floating point calculations per second) of computing processing power. To achieve 15-minute updates the computers require at least 1GFLOP of processing power.  In theory the doubling of computer power every 18 months will make 15-minute updates possible in the next 18 months.  After that, all increases in computer processing power can be channeled to improving the quality of the data product and determining the size of bird targets aloft.

Summary.

The AHAS system upgrade in 2001 is a major improvement achieved by the systematic analysis of the previous phase of AHAS in the eastern region, algorithm improvements based upon GMI’s internal R and D projects and the careful application of improvements in computer processing power.  The delay in implementing the central region was caused by the slow delivery of new computers by GSA suppliers.

